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The Opportunities and Challenges of Multimodal GenAI in 

the Construction Industry: A Brief Review 

Meng Sun1*, Rui Zhao2, Fan Xue3 

Abstract: In the recent decade, generative artificial intelligence (GenAI) has revolutionized 

image and text generation. Novel large language models (LLMs) promise handling of 

construction’s complexity in unimodal text, and the application of multimodal GenAI is also 

promising for the construction processes for productivity, innovations, and sustainability in 

construction management. This study first revisits the latest research of multimodal GenAI in 

other fields, then summarizes potential application scenarios within the construction industry, 

involving multimodal elements like contracts and documents, drawings and images, schedules, 

the network of stakeholder communication, 3D geometry, videos, time-dynamic 4D point clouds, 

and building information modeling (BIM). New challenges, such as low-cost performance and 

lack of evaluation systems, of multimodal GenAI applications in construction are also pinpointed. 

Finally, future research directions are categorized into three groups, i.e., strategy and policy, 

technology, and scenario-guided best practice communications, to promote the further impact of 

multimodal GenAI in construction. 
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1. Introduction

Artificial intelligence (AI) has experienced surging development in the past decade and is seen as a 

promising and potential research field. Beyond typically trained discriminative models based on 

traditional machine learning and deep learning, generative artificial intelligence (GenAI) has 

become mainstream research since 2022[1–3]. However, the construction industry has been less 

affected due to the resistance to change and unsatisfactory error rates of cutting-edge technologies 

in handling the complex nature of construction. Novel large language models (LLMs) promise 

handling of complexity in unimodal text; it thus attracted researchers in the construction industry. 

In practice, construction activities and interactions are multimodal by involving contracts and 

documents, drawings and images, schedules, the network of stakeholder communication, 3D 

geometry, videos, time-dynamic 4D point clouds, and building information modeling (BIM). 

GenAI is a subset of deep learning using a generative model to process both labeled and 

unlabeled data to synthesize novel content[4,5]. Unlike prior AI methods, GenAI focuses on 

automatically understanding or learning the natural features. In this way, the goals are more than 

solving particular tasks such as numerical forecasts or internal rules, but acquiring general 

performance in the constructed world of training data[1,5,6]. Nowadays, many modalities are brought 

into the GenAI methods including text, image, audio, and video [5,7]. The processing of generative 

models allows either modality to be used as input or output without any other restrictions, and the 

convenience and intelligence of this interaction soon gained the attention of professionals and the 

whole society. Miikkulainen believes that the rise of GenAI represents a paradigm of AI in the 

making[6]. 

Some of the most known GenAI are as follows. Text-Text -- ChatGPT based on LLM; Text-

Image -- DALL-E/Midjourney based on diffusion; Text-Video -- Sora based on diffusion. Among 

those models, ChatGPT’s release in November 2022 marked a turning point and also led to the rapid 

development of LLMs and field applications[8,9]. LLMs evolved from Language Models(LMs) 

utilizing the transformer architecture and are generally considered to begin with the release of the 

GPT series[8,10]. In the early stage of the development of large models, the self-coding model 

represented by Bert has made rapid progress. Recently, the autoregressive branch represented by the 

GPT series has taken the upper hand and become the mainstream branch. In addition, the LLaMA 

series, Claude and Bard in this branch are also in continuous iterative development[7,11]. 

Researchers also identified limitations while being inspired by text-based GenAI like ChatGPT. 

The main issue is the limited unimodality functions of these GenAI’s Natural Language Processing 

(NLP). Thus, researchers are motivated to start working on integrated multimodal GenAI, which is 

a subset of GenAI and often related closely to LLMs (Fig. 1)[12–15]. State-of-the-art research 

identified some directions for multimodal GenAI to expand and strengthen the existing LLMs[16,17]. 

For example, GPT-4o realized seamless human-computer interaction[18,19], with emphasis on 

complex unimodal data types, including video, 3D, and point clouds(PCD). As a result, GPT-4o 

conducts high-quality fusion based on textual information[20–23]. Some researchers are trying to 

construct an empowered agent combined with digital twins to realize Artificial General 

Intelligence(AGI)[24,25]. 
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Fig. 1 The relationship among GenAI, LLM, and multimodal GenAI 

GenAI, so far, represented by LLM has shown amazing capability and has been integrated into 

many industries such as finance, consulting, medicine, and other fields[1]. Relevant personnel in the 

construction industry also continuously launch research results and landing products related to 

GenAI[4,9,26–28]. Applications of LLMs and Diffusion models in architectural design demonstrate the 

huge potential in design creativity, enhancing efficiency and safety, regulatory compliance, and 

uniforming project requirements [29–38]. Digital transformation in the construction industry also 

provides an available data base for construction site risk assessment[39,40], text-based BIM 

retrieval[28,41–44], schedule optimization[45,46], construction robotics[47], and so on. The emergence of 

LLMs has also further advanced research that was difficult to automate, including scene 

reconstruction[48], object and space understanding[26], material and waste management[27], and 

communication-aided service[49,50]. However, it should be noted that the above studies are mostly 

based on unimodal data, while there are few studies on the application of the state-of-the-art 

multimodal GenAI in the construction industry, and there is a lack of relevant summary and 

induction[51]. Consequently, this review aims to summarize application scenarios in existing studies, 

reveal potential challenges, and look forward to promising opportunities for the latest multimodal 

GenAI in the construction industry. 

2. Application Scenario of Multimodal GenAI in Construction

2.1. Overview 

GenAI-based studies, especially those related to LLMs, have recently sparked a wave of research 

in the construction industry. As shown in Table 1, some reviews have summarized important 

application scenarios and related modalities of Input-Output of GenAI in all phases of the 

construction industry. 

Table 1 GenAI applications in the construction lifecycle[4,9,27] 

Phase Application Modality of Input-Output Ability 

F
ea

si
b

il
it

y
 

Expert guidance for design and construction text-text B 

Procurement decision support text-text B 

Project brief/PID text-text A 

Project planning text-text, text-task E 

Feasibility report text-text A 

Visual representations of data& prototyping text-X D 

Creation of contracts and agreements text-text B 
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D
es

ig
n
 

Design concept text-text, text-image, text-task B, F 

Design specification (design requirements) 3D-text, image-text, PCD-text B, F 

Regulatory compliance 3D-text, image-text, PCD-text B 

Optimizing material selection 3D-text, image-text, PCD-text F 

Quantity take-off and costing text-text, text-task E 

Energy efficient analysis  text-text, text-task B 

P
ro

cu
re

m
en

t 

The material delivery schedule text-text, text-task, text-3D E 

A request generation for a quotation text-text B 

Identification of optimal suppliers text-text B 

Streamlining subcontractor bidding&selection text-text, text-task E 

Automated inventory management text-text B 

C
o

n
st

ru
ct

io
n
 

Scheduling and logistics text-text, text-task E 

Documentation text-text A, B 

Regulatory compliance text-text B 

Risk management text-text, text-task B 

Monitoring and reporting image-text, text-text, text-task A, B 

Resources management text-text, text-task E 

Change order and quality management text-text, text-task E 

Claim and dispute resolution text-text A, B 

Safety management 
image-text, text-text, 3D-task, PCD-

task 
B 

Budgeting(cost estimation) text-text, text-task E 

Training text-text, text-image, text-video B 

Human-robot interaction text-task, text-audio, audio-task B, E 

O
p

er
at

io
n

 &
 M

ai
n

te
n

an
ce

 

Occupation communication text-text B 

Creating a work order from logs text-text A 

Incident resolution text-text, image-text B 

Emergency support text-text B 

Predictive maintenance text-text, text-task C 

Energy management text-text, text-task E 

Life cycle management of asset text-text, text-task B, C 

Regulatory compliance text-text B 

Waste management text-text, image-text B 

Space optimization text-task, X-text B, E 

Project marketing 
text-text, text-image, text-video, 

image-text 
A, D 

Sustainability text-text A, B 

D
em

o
li

ti
o

n
 

Demolition protocol text-text B 

Waste management text-text, image-text B 

Redevelopment plan X-text B, E 

Regulatory compliance text-text B 

Environmental impact assessment text-text B 

Structural issues text-text, X-text, image-text, 3D-text B, E 
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Risk assessment text-text B 

Material recovery text-text, image-text B 

A: Summary; B: Analysis C: Prediction; D: Visualization; E: Calculation-Optimization; F: Aided-design 

Six phases are divided from the entire construction lifecycle, including feasibility, design, 

procurement, construction, operation & maintenance, and demolition. In these phases, potential 

applications of multimodal GenAI are summarized as well as required abilities, as shown in Table 1. 

These required abilities are used to meet the needs of different tasks, and there are various degrees 

of difficulty in implementing them. 

(1) Summary: LLMs extract and summarize the key point from complex textual and image 

data, which is the basic NLU & NLG task. Based on the summary ability, complex construction 

data, lengthy reports, and unstructured textual information can be efficiently turned into required 

structured templates and concise conclusions, which are applied in the whole lifecycle. This ability 

is highly text-dependent, so due to the emergence of large models, it can be well applied to relevant 

scenarios. 

(2) Analysis: GenAI aims to output analyzed results under typical constraint conditions for 

pointed tasks. In the project, GenAI is expected to output some text content (such as protocols, and 

contracts) according to the input information, or provide decision support for specific processes 

(material classification, risk analysis, etc.), while complying with the requirements of norms and 

regulations. The analysis is text-based, but since the input information comes from the whole 

process stage of the project and has the characteristics of multimodal, the ability is based on both 

text and multimodal fusion. 

(3) Prediction: Make predictions and judgments about the future by learning historical data. 

The typical applications include building cycle prediction, maintenance, and risk forecast. These 

predictions have been studied for a long time by using machine learning methods and statistics, but 

lack general and uniform models. The fusion of the previous approach and GenAI allows for better 

use of time series data for general-purpose forecasting. 

(4) Visualization: Different from the above text-dependent abilities highly based on LLMs, 

visualization focuses on the generation of modalities including image, video, and 3D, based on other 

generative models[20,27]. It is efficient to present architectural data, design concepts, and analysis 

results in a visual form. Considering the appearance of Sora and GPT-4o, the application of 

visualization ability is promising though some challenges like hallucination exist. 

(5) Calculation-Optimization: Perform complex logical calculations and optimization to meet 

specific performance criteria and requirements while following basic physical and mathematical 

laws. The requirements of engineering itself, as well as ESG evaluation, are so time-consuming and 

necessary to allow complicated calculations to exist at all stages of the life cycle in the construction 

industry. GenAI is expected to present potentials in engineering calculation, cost calculation, energy 

efficiency optimization, and so on. Although Calculation-Optimization is based on text 

representation, it is based on the complicated logic of physics and mathematics, which goes beyond 

the traditional realm of natural language processing (NLP). However, due to the black box 

characteristics of the large model, the Calculation-Optimization still has obvious shortcomings in 

the logical structure, and there is still a long way from practical application. 
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(6) Aided-design: It is designed to generate multiple modalities to meet design needs. The 

ability is mainly applied in the feasibility and design phase to generate floorplans, construction 

details, structural designs, and so on. It is apparent that the aided-design is multimodal-dependent 

and that target design results can be achieved by inputting different kinds of data. Though the ability 

can efficiently generate various designs, promote the generation of creative designs, and enhance 

design and decision-making efficiency, it is constrained by the technical limitations of GenAI 

models[30]. 

The construction industry currently demands multimodal abilities, yet often relies on text. 

Depending on the degree of reliance on text, multimodal GenAI can be categorized into two types: 

text-based LLMs and general multimodal fusion (Fig. 2). Text-based LLMs strongly depend on 

dealing with textual data as an information original and require it to be either an input or output for 

professionals. On the other hand, general multimodal fusion only uses text as the interaction 

modality. For instance, the summary represents a text-based fusion with tasks, as it relies on textual 

input and produces textual output. In contrast, the visualization exemplifies general multimodal 

fusion, as it incorporates text alongside other forms of interaction, such as graphics and images, 

without solely relying on textual information. 

Text-based LLMs are currently rapidly evolving, with direct applications in the construction 

industry due to their convenience and efficiency. On the other hand, general multimodal fusion 

GenAI, despite being more complex, represents the future direction of development[14]. It even aims 

directly towards the concept of embodied agents. While this approach may present more challenges, 

it holds immense potential and could revolutionize AI applications in various industries. 

Fig. 2 The ability classification of multimodal GenAI 

2.2. Text-based LLMs Application 

Textual data is one of the most fundamental information originals in the construction industry, 

making the implementation of text-based GenAI essential across various stages of the construction 

lifecycle. The rise of GenAI, as represented by LLMs, is propelling the field of NLP from Natural 

Language Understanding (NLU) towards Natural Language Generation (NLG). This progression 

has made text interactions more streamlined and efficient. Consequently, professionals in the 

construction industry can capitalize on the advantages of GenAI throughout the entire project 

lifecycle.  

Different from past text-text conversational AI, text-based LLMs, thanks to the iterations of 

models, allow other modalities as the direct input or output. As shown in Fig. 2, only the summary, 

prediction, and part of analysis are classified as text-based LLMs. In Table 1, 40% of the total 50 
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applications in the construction lifecycle are text-text, which highly depend on LLMs. Due to the 

existing LLMs having a good performance on NLP, they can be well qualified for these text tasks 

in the construction industry. 

2.3. General Multimodal Fusion GenAI Application 

Multimodality allows AI to bypass the intermediate representation of humans and interact directly 

with the world. Human natural language text has information extraction, loss, redundancy, and even 

errors. In a real multimodal GenAI, the information original can be transferred directly by these 

multiple modalities including image, video, audio, point cloud, 3D, and task instead of secondary 

expression through text. The general multimodal fusion GenAI tries to realize the seamless 

transitions between any modalities of information (X-X)[14]. For multimodal GenAIs, encoding and 

decoding of modalities are directly conducted on the input side and output side, and the existence 

of textual content is only for understanding and interaction. This means that multimodal GenAI can 

be evolved from text-based LLM packaging, but due to circumventing the necessity for textual 

mediation, information loss is reduced, thereby enhancing precision and efficiency. Except for the 

LLM, there are five major types of GenAI models, named for GAN, VAE, Autoregressive, Diffusion, 

and Flow-based[4,52]. 

In the construction industry, multiple modalities exist in all aspects and have the potential for 

GenAI applications, and 60% of application scenarios rely on multimodal (Table 1). Also, according 

to Accenture's research report, only about 20% of task time in construction engineering can be 

reduced by using text-based LLMs, while about 30% of the time spent on non-text tasks can be 

enhanced by the multimodal GenAI[53]. Multimodal GenAI serves as an interactive medium that 

allows for more intuitive and dynamic communication between designers, engineers, and customers. 

During the construction life cycle, it can help from the feasibility to the demolition stage, including 

decision support (text-task) and design drawings (text-image/3D). In addition, multimodal GenAI 

has a promising prospect for the monitoring of sites (image/3D/PCD-text), as it serves as an end-to-

end tool to deal with complicated “on-site” affairs[14]. However, due to the limitation of the layout 

of sensors and the current frontier GenAI technology, the existing research is not mature. Cost issues 

and industry acceptance are also reasons why multimodal GenAI has not yet been fully implemented 

in the construction industry, which will be elaborated in the next section. 

3. Challenges

It also brings new challenges in applying new multimodal GenAI to the construction industry. It is 

inevitable due to the complex nature of work in the industry and the limitations of the GenAI 

technologies. The construction industry's entrenched procedural standards, despite facilitating 

stability, pose substantial challenges to the integration of new technologies due to its historically 

low industrialization. While general drawbacks and challenges associated with multimodal GenAI 

have been extensively documented in prior research, it is crucial to also consider the industry-

specific issues that arise within the construction context. The unique challenges in the construction 

industry should be addressed to clear the way for future applications[4,15]: 

⚫ GenAI cannot be the subject of responsibility, as the architect responsibility system is an 

internationally accepted management mode in the field of construction. Therefore, due to the 
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perspective of regulations and ethics, GenAI intelligence currently acts as an auxiliary tool for 

professionals but cannot replace the work link, which undoubtedly limits the application of GenAI. 

In addition, the black-box nature of GenAI has also led experts to question whether it can handle 

the corresponding job responsibilities. 

⚫ Although the construction industry contributes a lot to the economy, the industry remains 

under-penetrated by digitalization. This means that the cost-performance of developing multimodal 

GenAI models is very low, considering training a model is extremely expensive. Current industry-

specific models thereby have not emerged on a large scale. It is significant to find a multimodal 

GenAI development method that is suitable for the industry and related enterprises. 

⚫ At present, there are many kinds of evaluation for GenAI, especially LLM, but there is a 

lack of evaluation systems and evaluation sets in the field of construction[10,54]. Evaluation should 

be treated as an essential discipline to better assist the industry application. 

⚫ The efficacy of GenAI in construction hinges on high-quality, annotated data. However, 

it is difficult to assess the quality and quantity of construction-related data due to the unavailability 

of cutting-edge GenAI training data. In addition, dealing with specialized construction data requires 

a highly technical profession, which makes general-purpose multimodal GenAI models less 

effective in construction applications. 

⚫ The construction industry, unlike others, is heavily reliant on multiple modalities like 3D 

models and point clouds for spatial understanding. However, the question remains whether GenAI 

possesses the spatial imagination capability necessary to interpret and generate complex 

architectural designs effectively. 

⚫ Construction management often requires strong planning and decision-making ability 

(text-task), such as project planning, scheduling, and logistics. However, state-of-the-art LLMs can 

hardly complete any planning tasks under multi-constraint conditions[55]. 

4. Promising Opportunities of Multimodal GenAI in Construction

Applications of multimodal GenAI in the construction industry highlight promising research 

opportunities. Such opportunities could be structured into 3 groups: 1) strategy and policy at the 

government/regulator side, 2) technology development & adoption for both university & industry 

and 3) best practice communications for industry & client. 

(1) Strategy and policy at the government/regulator side: 

⚫ The application of multimodal GenAI is bound to change the traditional construction 

pattern, thus new industry standards and guidelines are needed to ensure the consistency and 

reliability of technology use, especially considering the resistance to change and unsatisfactory error 

rates of cutting-edge technologies in handling the complex nature of construction. 

⚫ Regulatory authorities, endowed with extensive construction data and case studies, can 

leverage multimodal GenAI to organize and analyze engineering projects, thereby assisting in risk 

identification, fraud detection, and also the recognition of exemplary projects. 

(2) Technology development & adoption for both university & industry: 
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⚫ Understanding and semantic generation of point clouds is a promising direction due to 

few GenAI studies on point clouds in the construction field. Huang et al. encapsulated the LLM, 

implementing a multimodal encoding and decoding operation, thereby enabling the capability to 

interpret and comprehend point cloud data[26]. Moreover, the sparsity of point clouds leads to the 

difficulty of segmentation and semantic learning, thus the path of PCD-voxel-image may be 

practicable. 

⚫ Nature creates a virtuous cycle through "spatial intelligence", so being able to understand 

and describe 3D space would be a big step forward for the multimodal GenAI[17,48,56]. The 

breakthrough in understanding spatial-related modalities (i.e., 3D, PCD) will provide a new 

direction for the development of architectural space. 

⚫ Some new studies are trying to improve the text-task capability based on the rational 

method and gameplay-style value iteration. Integrating the knowledge of construction management 

will enhance the efficiency of calculation-optimization tasks throughout the entire construction 

lifecycle. 

⚫ The current multimodal GenAI is model-driven to simulate "observation" and 

"perception" of the environment. Integrating sensor data from construction sites to enhance the 

perceptual abilities of these AI systems represents a promising new direction for research and 

application, potentially leading to more context-aware in the construction industry.  

(3) Best practice communications for industry & client: 

⚫ Due to the complexity of construction links and sites, various multimodal data are 

complicated and difficult to deal with. Multimodal GenAI, serving as middleware, can unify the 

processing of diverse data types, store them in databases, and retrieve them as needed[22]. This 

capability has the potential to significantly enhance engineering and communication efficiency. 

⚫ Though BIM plays a crucial role in the construction industry, BIM information exchange 

still has many problems due to complicated structures and identifiers of the IFC format[57,58]. IFC 

format can added to GenAI models as a BIM modality to make it understand and better serve BIM 

information exchange. 

5. Conclusions

The rise of multimodal GenAI is rapidly impacting all walks of life, and it is necessary to think 

about how to use this technology in the construction industry. This paper summarizes 50 application 

scenarios in all construction phases, including feasibility, design, procurement, construction, 

operation & maintenance, and demolition. These applications need to adopt different abilities of 

multimodal GenAI models, such as Summary, Analysis, Prediction, Visualization, Calculation-

Optimization, and Aided-design. The application of these abilities to the construction industry faces 

different challenges. On the one hand, the challenges reflect the technical limitations of multimodal 

GenAI, and on the other hand, challenges are well attributed to the complex nature of the tasks in 

the construction industry. Once the challenges are resolved, partially or wholly, significant 

improvements and impact are expected. 

In summary, there exist some promising opportunities for multimodal GenAI in the 
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construction industry, spanning the groups of strategy and policy, technology, and scenario-guided 

best practice communications. The key is to meet or combine domain knowledge and the 

breakthrough of technology in its own right. We are optimistic that multimodal GenAI is a 

convincing technology and should have far-reaching significance in the digital transformation of 

the construction industry, thus better promoting the development of large-scale digital twins and 

smart cities. 
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